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Figurel: Variouswatercoloflike imagesobtainedeitherfrom a 3d model(a,b)or from a photograpHc) in the samepipeline.

Abstract

This paperpresentsan interactve watercolorrenderingtechnique
that recreateghe speci c visual effects of lavis watercolor Our
methodallows the userto easilyprocessmagesand3d modelsand
is organizedin two steps:anabstractiorstepthatrecreateshe uni-
form color regionsof watercolorandan effect stepthat Iters the
resultingabstractedmageto obtainwatercolorlike images.In the
caseof 3d ervironmentswe alsoproposetwo methodsto produce
temporallycoherentanimationghatkeepa uniform pigmentrepar
tition while avoiding the shaver dooreffect.

Keywords:  Non-photorealistiaendering,watercolor temporal
coherenceabstraction.

1 Intro duction

Watercoloroffersa very rich mediumfor graphicalexpression.As
such, it is usedin a variety of applicationsincluding illustration,
imageprocessin@ndanimation.The salientfeaturesf watercolor
images,suchasthe brilliant colors, the subtle variation of color
saturatiorandthevisibility andtextureof theunderlyingpaperare
theresultof acomple interactionbetweerwater pigmentsandthe
supportmedium.

In this paper we presenta setof tools for allowing the creation
of watercolorlik e picturesandanimations Our emphasiss on the
developmenbf intuitive controls placedin the handsof the artists,
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Figure 2: Realwatercolor( ¢ Pepinvan Roojen). (a) Edgedark-
eningandwobbling effect, (b) pigmentsdensityvariation, (c) dry
brush.

ratherthanon a physically-baseaimulationof the underlyingpro-
cesses.To this end, we focus on what we believe to be the most
signi cant watercoloreffects,and describea pipelinewhereeach
of theseeffectscanbe controlledindependentlyintuitively andin-

teractvely.

Our goalis the productionof watercolorrenderingsitherfrom
imagesor 3d models,staticor animated.In the caseof animation
rendering temporalcoherencef the renderedeffectsmustbe en-
suredto avoid unwanted ick ering andotheranngances.We de-
scribetwo methodgo addresghis well-known problemthatdiffer
in thecompromiseshey make betweer2d and3d.

In thefollowing, we will rst review thevisualeffectsthatoccur
with traditionalwatercolorandpresentelatedwvork. Ourpipelineis
thendescribedor imagesand x edviewpoint 3d models followed
by ourmethodghataddresshetemporalcoherencef animateddd
models.Finally, we will shav someresultsbeforeconcluding.

2 Watercolor e ects

Curtiset al. [1997] listed the speci ¢ behaiors which make wa-
tercolorsodistinctamongpaintedmedia,thatprobablyaccountor
its popularity We describeherethe mostsigni cant and speci c
effectsin watercolor asillustratedin Figure 2 by picturesof real
watercolorfoundin [vanRoo0jen2005].

First, the pigmentsare mixed with water but do not dissole



totally. The resultis that, after drying, even on a totally smooth
paper the pigmentdensityis not constant(seeFig. 2-(b)). This
manifestsitself at two differentscales:on the one handthereare
low-frequeng densityvariationsdueto anonhomogeneourepar

tition of wateronthecarvas:theturbulence o w; ontheotherhand
therearehigh-frequeng variationsdueto non-homogeneougpar

tition of pigmentsn water:the pigmentdispersionln addition,the
grain of the carvascanalsointroducedensityvariationssincethe
pigmentsaredepositedn priority in cavities of the paper

Secondthe uid natureof watercolorcreateswo effectsalong
the bordersof coloredregions: edgedarkeningdueto pigmentmi-
grationandawobblingeffect dueto papergrain(seeFig. 2-(a)).In
the caseof a “dry brush”the papergrain also createssomewhite
holesin the brushstrokes when a nearly-drybrushonly touches
raisedareasof the paper(seeFig. 2-(c)).

Finally, watercoloris usuallycreatechy a human,usingabrush,
often of a large size, and thereforerepresents scenein a more
abstractedvay thana photograph.We believe thatabstractinghe
shapecolorsorilluminationof theoriginal scends crucialto keep-
ing theaestheticef watercolor Althoughthisis true of mostpaint-
ing anddrawing styles,the technicalconstraintof watercolortyp-
ically resultin lessprecisedetailsthanothertechniques.

We do not target the diffusion effect, also describedby Curtis,
for two mainreasonskFirstthis effectis oftenavoidedby the artist
whentrying to depict“realistic” scenes.In sucha casethe lavis
technique(wet on dry) is preferred. Second this effect typically
requiresa uid simulation,andwould certainlynot be temporally
coherent.We thusleave this type of visual effect for future work
andinsteadconcentraten uniform-colorregions.

3 Related Work

Previousresearchn watercolorrenderingcanbe groupednto two
broadcategories: Physical simulationof the mediaandimage I-
ters.

Physical simulationsattemptto simulateall uid, pigmentand
paperinteractions Curtisetal. [1997] describedhecritical effects
createdby watercolormediaand presenteda systemthat created
corvincing watercolorrenderings Their work wasan extensionof
Small's [1991] connectionmachines.Curtis' method,while con-
vincing, is extremelycomputationallyexpensve. VanLaerhoenet
al. [2004] demonstrate@n interactve methodfor renderingbrush
strokespaintedby theuser Renderingeasterrstyleinksis arelated
areathat may be consideredn this category [Chu and Tai 2005].
In this casethefocusis moreon thedispersioreffects(wet on wet
technigueXhanon lavis technique.Moreover, watercoloris a me-
dia consistingof a complex seriesof interactionsbetweermultiple
layersof paintthat diffuse pigmentand waterin waysthat relate
preciselyto the methodandareaof their application.lt is notclear
that suchmethodsaresuitablefor animationsincethe positionsof
paintedregionsin relationto oneanothemecessarilghangen an-
imations. Theinterdependencef the qualitiesthatmake animage
look like a watercolorpaintingmay be too high to allow truetem-
poralcoherence.

Image processinglters consistof usingimage, and other G-
buffers(like depthor normalbuffer) asinputto createa watercolor
like imagethatis basedon an empiricalrecreationof the relevant
effectsratherthana physical simulation. Thesemethodsare fast
and cantypically be performedat interactve speedsut lack the
richnessof physical simulations. Lum and Ma [2001] presenta
multi-layerapproachnspiredby watercolompainting. Theirwork is

performedin 3d objectspaceto ensureframe-to-framecoherence.

Line integral convolution is appliedalongthe principal curvature
directionsto renderbrush-like textures. Burgesset al [2005] cre-
ateda similar system,usingWyvill noiseto createstroke textures.
Luft andDeusserj2005] abstraciD imagesat their boundariezo

createo w patternandedgedarkening. Theseeffectsaretypically
isolatedn realpaintingsanddo notoccursimultaneouslyasin their
method. Furthermore abstractingat the objectlevel remoresall
detail aboutsurfaceshape. Lei and Chang[2004] demonstrate
renderingpipelineusinga GPU to createwatercoloreffectsat in-
teractve speeds.They requirethe userto “pre-paint” eachobject
usinga lit sphereinterface. All ow and granulationeffects are
thenencodedn a 1d texture andrenderedn a mannersimilar to
atoonrendering[Lake et al. 2000]. Encoding o w effectsin a 1d
texture is too abstractfor adequataletail on a smoothlychanging
3d surface. Furthermore]it spherelighting speci cation may be
prohibitive for alarge numberof objectsor changingight sources.

Johanet al. [2005] usedwatercolorprinciplesto createbrush
strokesin imagespacebut they do not presenta methodfor water
colorrendering.

Much of this previous work makes use of the Kubelka-Munk
modelto simulatethecompositiorof pigments.Thismodelis phys-
ically basedout limits the choicesof colorsto aprede nedpigment
library. In the caseof animageinput (like in [Curtis et al. 1997])
a color reconstructiorhasto be doneto choosethe right pigments
for a given color. We proposein this work a moreintuitive color
treatmenthatstayscloseto the original color of theinput.

Ontheotherhand temporalcoherencef brushstrokeshasbeen
anactive areaof researclsincethereis aninherentcon ict between
a3dmotion eld andmarkscreatedn a2d plane.Variousmethods
hasbeenpresenteceitherin objectspacelike [Meier 1996] or in
image spacelike [Wang et al. 2004]. The showver door problem
betweenthe carvas and objectsin the scenehasbeenaddressed
in [Cunzietal. 2003;KaplanandCohen2005].

Watercoloris, in our opinion, not exactly a mark-basedender
ing techniquebecausé¢he pigmentscannotbeconsidere@ssingle
brushstrokes; on the otherhandthe pigmentshave to follow the
objectsin the scenesowe cannotdirectly apply the dynamiccan-
vastechniqueasin [Cunzi et al. 2003]. The temporalcoherence
methodsve presenfaireextensionof theseprevioustechniques.

4 Single-image pipeline

Ourworkis directlyinspiredfrom previoustechniqueshoweverwe
do not restrictoursehesto physically realizableimages. Instead,
we purposelift the constraintdnheritedfrom the physicsof real
watercolorsincethey canbe avoided by the useof the computer
We preferto offer a systemthat reproducesvatercolorsvisual ef-
fects, andlet the usercontrol eachof theseeffectsindependently
evenif theparticularcombinatiorthatresultswould notmake sense
in the physical world. Thus,we do not needto usethe Kubelka-
Munk pigmentmodelor a physical uid simulationasin previous
approaches.

In orderto obtainthe effectsmentionedn Section2 we propose
auni ed framavork usingthe pipelineshavn in Figure3 andthe
accompaying videos,which takesasinput eithera 3d sceneor a
singleimage.

Ourcontrikutionsare(a) to provide theuserwith variousabstrac-
tion stepsallowing the creationof theuniform color regionsneeded
in watercolorand(b) to provide a simplecolor combinatiormodel
thatensures plausibleresultwhile avoiding physical constraints.

We now describeeachstepof the pipeline. For clarity of expo-
sition, we begin with the secondstage(watercoloreffects) before
consideringhevariousabstractiorpossibilities.

4.1 Watercolor e ects

Theinputto this partof the pipelineis anabstractedmagethatcan
comeeitherfrom a 3d renderingor from a processegbhotograph.
Figure4 illustratesthe successie stepsin the caseof a 3d model.
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Figure 3: Staticpipeline: Our pipelinetakesasinput eithera 3d modelor a photographthe input is thenprocessedn orderto obtainan
abstractedmageand nally watercoloreffectsareappliedto producea watercolorlikeimage.

Themaineffectin watercoloris the colorvariationthatoccursin
uniformly paintedregions.We rst presenthetechniquewne useto
reproducehesevariationsby modifying the color of the abstracted
imageandthenwe describeall the effectsspeci c to watercolor

4.1.1 Color modi cation
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Figure 5: Darkening and lighting of a base color C (here
(0:90; 0:35;0:12)) usinga densityparameted.

As mentionedearlier we chosenot to usea physical modelto
describecolor combinationsTheessentiapositive consequencef
this choiceis thatthe usercanfreely choosea basecolor (think of
avirtual pigment),whosevariationin the paintediayerwill consist
of darkeningandlightening,asshowvn in Figure5.

We build an empiricalmodelbasedon the intuitive notion that
the effectsdue to pigmentdensity can be thoughtof asresulting
from light interactionwith a varying numberof semi-transparent
layers.Considerrst acolorC (0< C < 1) obtainedby a uniform
layerof pigmentover a white paper we caninterpretthis gsa sub-
tractive processvherethetransmittancef thelayerist = = C (the
obsered color is the transmittancesquaredsincelight musttravel
throughthe layertwice). Adding a secondayer of the samepig-
mentthereforeamountsto squaringthe transmittanceand hence
alsotheobseredcolor.

We needto be able to continuouslymodify the color, rather
than proceedingwith discretelayersor squaringoperations. A
full, physically basedanalysiscould be basedon the description
of acontinuougpigmentlayerthicknessandtheresultingexponen-
tial attenuationRathemwe obtainsimilar phenomenologicaffects
by introducinga pigmentdensityparameted, which providesthe
ability to continuouslyreinforceor attenuatethe pigmentdensity
whered = 1is thenominaldensitycorrespondingo the basecolor
C chosenby the user We thenmodify the color basedon d by re-
moving a value proportionalto the relative increase(respectrely
decreasein densityandthe original light attenuationl C. The
modi ed color C%for densityd is thusgivenby

CO

C(1 (1 C)yd 1) @)
C (C CHd 1

Notethatthevalued = 2 correspondso thetwo-layercasedis-
cussecdhbove andto asquaredolor.

4.1.2 Pigment density variation

As describedn section2 the densityof pigmentsvariesin several
ways.We proposdo addthreelayers,onefor eacheffect: turbulent
o w, pigmentdispersiorandpapervariations.No physicalsimula-
tion is performed.Instead eachlayeris a gray-level imagewhose
intensitygivesthe pigmentdensityasfollows: An imageintensity
of T 2 [0;1] yieldsadensityd = 1+ b(T 0:5), whichis usedto
modify theoriginal colorusingformulal. b is aglobalscalingfac-
tor usedo scaletheimagetexturevaluesandallow arbitrarydensity
modi cations. The threeeffectsareappliedin sequencendeach
canbe controlledindependentlyseeFigure 4-(g,h,i)). The com-
putationis doneper pixel usinga pixel shader The paperlayeris
appliedon the whole imagewhereaghe otherlayersare applied
only ontheobjectprojection.

The useris free to chooseary kind of gray-level texturesfor
eachlayer We found it corvenientto use Perlin noise textures
[Perlin 1985] for the turbulent o w, a sum of gaussiannoisesat
variousscalesfor pigmentdispersionand scannedpapersfor the
paperayer.

4.1.3 Other watercolor e ects

The pigmentdensitytreatmentrecreateghe traditional texture of
realwatercolor We thenadd,asin mostprevioustechniquesser-
eraltypical watercoloreffects:

Edge darkening: Edgesaredarkenedusingthe gradientof the
abstractedmage (seeFigure 4-(f)). The gradientis computedon
the GPUusingafast,symmetrickernel:
D(pxy) = iPx 1y Pxriyl*iPxy 1 Pxy+i]

The gradientintensity (usedto modify the pigmentdensityusing
formula 1) is computedby averagingthe gradientof eachcolor
channel.

Any othergradientcomputatiorcouldbe useddependingnthe
compromisebetweenef ciency and realism neededby the user
Ourmethodis clearlyontheef ciency side.

Wobbling: Theabstractedmageis distortedto mimic the wob-
bling effectalongedgesiueto the papergranularity Thex offsetis
computedwith the horizontalpapergradient,andthey offsetwith
thevertical papergradient(seeFigure4-(e)). Theusercanchange
thepapertextureresolution:Indeed thereal processnvolvescom-
plex interactionsandusingthe papertexture directly may produce
detailsattoo ne ascale.By decreasingheresolutionwe keepthe
overall carvas structurewhile decreasinghe wobbling frequeng.
We could have alsousedanothertexture for this effect asin [Chu



@ (b)

® )

(d (e)

(i) )

Figure4: Staticpipelineillustratedfor a 3d model: (a) 3d model, (b) original color choserby the user (c) toon shading,(d) dry brush(not
keptfor this example),(e) wobbling, (f) edgedarkening,(g) pigmentdispersionayer, (h) turbulence o w layer, (i) paper(j) nal result.

andTai 2005]. As a side effect, the paperoffsetaddsnoisealong
edgeswhich decreasethealiasingeffect.

Dry brush: The dry brusheffect occursin watercolorpainting
whena nearly-drybrushappliespaintonly to the raisedareasof a
roughpaper We simulatethis effect with a simplethresholdof the
paperheight (representedby the papertexture intensity) asillus-
tratedin Figure4-(d).

This effect hasnot provento be very usefulin practicebecause
it is appliedto the whole scene.However onecaneasilyaddcolor
conditionsor masksin the pipelineto selectvely apply suchan ef-
fect.

4.2 Abstraction

Thewatercolorenderingobtainedoy our pipelinegenerallyseems
toodetailedcomparedo apaintingdoneby hand.Indeed thesmall
detailsproducedby a 3d renderingare often “too perfect”, which
is a commonissuein computergraphics. Similarly, if we take a
photograplhasinput, theresultappeardoo precise.

We proposeto use various abstractionstepsto simplify the
shapesandto abstracthe color andthe illumination of our input
databeforeaddingthe watercoloreffects alreadydescribed. The

rst abstractiorstepaimsat reproducinguniform color regionsby
abstractingthe illumination in the caseof a 3d model (seeSec-
tion 4.2.1)or sggmentingthe originalimage(seeSectiord.2.2)and
thesecondabstractiorstepaimsatdiscardinghesmallregionsthat
remainsafterthe rst step(seeSectiond.2.3).

4.2.1 Abstraction of the illumination of a 3d model

In watercolorpainting,shadingis usually performedby composit-
ing pigmentlayers. In wet-in-wetpainting, this superpositiorre-
sultsin asmoothshadingwhereasn wet-on-drypainting,it results
in sharpcolor areas. To obtaintheseshadedareas,a toon shader
asdescribedn [Lake etal. 2000]is used.A smoothtransitionbe-
tweenareascanbe obtainedby smoothingthetoontexture (Figure
6). We applytoon shadingusingour color modi cation methodso

thatit staysconsistentvith the restof the pipeline. The userthus
simply hasto provide agray-level 1d texture.

Figure6: Toonshadingandthe correspondingoontexture

Dependingon the original 3d modelandevenwith atoonshad-
ing therearestill sometimedots of details. Therefore we propose
to smooththe normalsof themodelbeforecomputingtheillumina-
tion. The normalsmoothingis appliedby replacinga vertex nor
mal by the averageof its neighborsnormals. This processcanbe
repeatedo obtaina highersmoothing.Normalsmoothingremoves
shadingdetailsbut preseressilhouettegFigure?).

Figure7: Normal smoothing: by averagingthe normalsthe user
simpli es theshadingprogressiely to thedesiredevel.

4.2.2 Abstraction of the color of an image

Whendealingwith a photographwe no longerhave uniform color
regions as given by the toon shader To obtain suchregions, we
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Figure8: Imageabstraction{a) originalimage,(b) without abstractiondirectapplicationof watercoloreffects,theimageis too detailed,(c)
resultaftersegmentation(e) nal resultwith segmentatiorandmorphologicakmoothing.

proposea color sggmentatiorstep. We usea meanshift algorithm
[ComaniciuandMeer 1999]to performsucha segmentation.This
givesa lessdetailedimageas presented-igure 8-(c) shaving the
uniform color regionstypical in watercolor

4.2.3 Morphological Smoothing

After thepreviousstep eithersegmentatioror illumination smooth-
ing, somesmall color regionsremain.We allow theuserto applya
morphologicalsmoothing lter (sequencef oneopeningandone
closing)to reducecolor areagletails. The size of the morphologi-
calkernelde nestheabstractionevel of colorareasandsilhouettes
(Figure8-(d)). It canbeviewedasthebrushsize. The samekind of
2d approachis usedby [Luft and Deusser2005], exceptthatthey
usea Gaussianlter andthresholdgo abstractheir color layers.

5 Temporal coherence

In the staticversionof our watercolorpipeline,we have showvn that
acorvincingwatercolorsimulationmaybe createdy usingtexture
mapsthatrepresenbothlow frequeng turbulent o w andhighfre-
queng pigmentdispersion.Using this methodin animationleads
to the “shower door” effect, wherethe objectsslide over the pig-
mentstextures. Ideally, we would like the pigmenteffectsto move
coherentlywith eachobject,ratherthanexisting independently
While it is temptingto simply mappigmentstexturesonto each
object(asin [Lum andMa 2001]for example),this leadsto prob-
lemswith ensuringthe scaleanddistribution of noisefeatures.For

example,the featuresof a pigmentdispersiontexture thatappears
correctfrom a speci ¢ camerapositionmay blur if the camerais
zoomedout. Therefore we seeka compromisebetweerthe 2d lo-
cationof pigmentsandthe 3d movementsof objects.

This questionhasalreadybeenaddresseth the caseof the can-
vas, leadingto two approachesf a dynamiccarvas[Cunzi et al.
2003; Kaplanand Cohen2005]. The problemtherewasto match
the carvas motion to the cameramotion. In the watercolorcase,
we want the pigmenttexturesto follow eachobjectsmotion, not
just the camera.We thusproposetwo differentmethodsthateach
extendoneof the previousdynamiccarvasapproaches.

As farastheabstractiorstepsareconcernedthetoonshadeand
normal smoothingare intrinsically coherentsincethey are com-
putedin objectspace. On the other hand,the morphological I-
ter is not coherentfrom frame to frame, sinceit is computedin
image space. Solving this questionwould probablyneedto fol-
low colorregionsalongthe animationasin “video tooning” [Wang
etal. 2004]. Sucha methodwould imply the loss of interactvity
andthuswe have preferredto concentratéhereon the watercolor
effects part of the pipelineandleave the incohereng of the mor
phologicalsmoothingfor futurework.

5.1 Attaching multiple pigment textures in object
space

Our rst method takes inspiration both from Meier's work on
painterlyrendering[Meier 1996] and Cunziet al's work on a dy-
namiccarvas[Cunzietal. 2003].
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Figure9: (a,b) Our particle methodillustratedwith a chessboardexture. (a) Rotation: 2d texturesfollow 3d particles(black dots), (b)
z-translation’An in nite zoomof thetexture maintainsa constanfrequeng. (c) Resultwhenusingour pigmentandpapertextures.

We decomposehe possiblemovementsof the objectbetween
translatioralongthez axisandtheothertransformationsTheidea
is that,whenanobjectis moving towards(or avay from) the cam-
era,we haveto maintainaconstanfrequeng of pigmentswhile the
sizeof the objectprojectionincrease®r decreases imagespace.
For the othermotionsthe pigmentshave to follow the objectwith-
outbeingdistortedby the perspectie projection.

Like Meier, we useparticles(pointson the 3d mesh)to attach
ourdrawing primitivesto theobject.Our primitivesarethepigment
densitytextures.They aremuchlargerthanbrushstrokes,therefore
we needfar fewer particles.

The particlesaredistributedon the meshby pro-
jecting onto the meshregularly sampledpoints of
the objectboundingbox. In practice,for a simple
objectthat staystotally in the cameraeld of view,
we useb6 particles(the middlesof the 6 facesof the
boundingbox), shavn by theblackdotsontheright
handside. Pigmenttexturesarethendrawn in im-
agespacecenteredn eachparticle projection,andblendedwhile
renderingthe mesh. The blendingamountof eachtexture is de-
ned for a vertex accordingto the 3d distancebetweerthe vertex
and eachparticle. The closera vertex is to a particle, the more
thecorrespondingexturewill betakeninto accountseetheblend-
ing in falsecolors). Sucha blendingavoidsthe poppingeffect that
occursin painterlyrenderingsvhenstrokes appeardueto visibil-
ity. Indeed,a pigmenttexture attachedo a nonvisible particlecan
continueto in uence the nal renderingallowing for a continuous
evolution. The resultis that pigmentsare dravn in 2d spacebut
move accordingo the 3d objectmotion( g.9-(a)).

This doesnot de ne how to scalethe texture accordingto a
z translation.As pigmentsarede ned in screerspacewe would
like to keeptheir frequeng constant.But if we directly keepthe
texturescaleunchangedheobjectwill seento slideonthetexture
duringazoom.To avoid thiseffect,anin nite zoomin thetextureis
usedasdescribedn [Cunzietal. 2003}. Suchanin nite zoomis
producedby cycling continuouslybetweersuccessie octaves(that
is successie scales)f the pigmenttextures. Herewe usefour oc-
taves. Theobserer seemgo zoominto the pigmenttextures,while
thefrequeny of the pigmentsstaysconstant g.9-(b)).

5.2 3D Animation of 2D Flow E ects

As pointedout in [Kaplan and Cohen2005], no transformation
on a 2d texture map canexactly matchmotion elds producedby
arbitrarymovementsin a 3d environment. An alternatve solution
is to move the constituentelementsf the 2d mapin 3d andthen
to reprojectthoseelementdackto 2d to createa new texture map.
We associataoisefeatureswith 3d particleson the surfaceof the
objects. At runtime, we projectthoseparticlesinto screenspace

1Thesourcecodeis availableat

artis.imag.fr/Members/Joelle. Thollot/dynamic _canvas/

Figure10: An overview of theinteractve noisegeneratiorsystem.
First, the modelsverticesare projectedto screenspace.Next, the
systemdetermineghe amountof screenspaceoccupiedby each
visible triangle. This determineshe numberof randomly posi-
tionedfeaturesto draw to createa noisetexture of the appropriate
frequeng. Randomlycolored,alphablendedquadrilateral®of that
frequeny aredrawn at featurelocations,creatingthe texture. The
alphatextureis shavn inset.

anddraw featuresinto a 2d texture, reconstructingnew noiseand
turbulencetexturesfor every frame(seeFigure10).

Turbulent o w canbe represente@sa harmonicsummationof
noisetextures[Perlin 1985]. Noiseis characterizedy randomly
valued(a color valuetypically) changesn a eld of arbitrarydi-
mensionwherethe changesn value occurwith a constantspatial
separationteferredto asfrequeng f. Featuesarethelocationsat
which changesn the eld occur Therefore following the Perlin
noise,we desirea continuouslygenerateabl2d noisetexture with
the following properties,1) featuresoccurat a speci ¢ frequeng,
2) featurevaluesare pseudo-randonf) frequeng rangeis band-
limited, 4) featuresmove with the surfaces.Note that propertiesl
and4 arecontradictoryandmay not be simultaneouslhachiezable
for arbitrarytransformations.

An approximatiorof the 2d Perlinnoisemay be obtainedby in-
terpolatingbetweerrandomgrayscalevalueslocatedat grid points,
representindeaturesplacedat distancef apart,wheref isthede-
siredfrequeny of thenoise[Ebert1999]. Thoughwe cannotusea
grid, sinceour featurepointsmove in 3d, this is thebasicapproach
we adopt.

A noisefeatureis representedn our programwith a structure
consistingof randombarycentriccoordinatesb = bg;by; b, anda
randomgrayscalecolor, c. A featureof frequeny f maybedravn
usinga quadrilaterain screenspacecenteredat b with width and
heightf, usinganalphatexturede ned by thefunction6t®  15%+
10° [Perlin 2002] (shawn in Figure1ld)andcolor c. Thealpha
textureis usedto emulateinterpolationbetweeradjacenfeatures.

A noisetexture N is computedasfollows. First, for every vis-
ible triangle (surfaceface),t;, we computethe amountof image
space/ ; it occupies.Then,wedraw | j=(f f) featuresfor every
tj. Thelocationof eachfeatureis calculatedby usingeacht;'s ver
tices(projectednto screerspace)ascontrol pointsfor thefeatures
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Figurell: (a) Progressie levels of noisegeneratednteractiely with diminishingfrequencies(b) Compositingnoiselevelsfrom (a) yields
aturbulencetexture or (c) a pigmenttexture - usingonly high frequeng noisetextures.(d) The alphatexture usedto drav thefeatures(e,f)
Notice how the pigmentsandturbulencefeaturesfollow the surface.No papenextureis usedfor theseimages.

barycentriccoordinates.This createsa noisetexture with average
featuredistribution of frequeny f.

A turbulencetexture maybecreatedy summingaseriesof such
noisetextures- a typical seriesof frequencieamight be, for base
frequeny Fp= f,Fi = f=2,F, = f=4 ¢ = f=2¢ - by blending
themwith the contritution of eachN; beingde ned by the har
monicfunction1=f. Examplesareshavnin Figurel1l.

5.2.1 Minimizing Artifacts

This methodyields an averagefrequeng distribution of f rather
than an exact distribution. Two problemsmay occur becauseof
this randomplacementFirst, we arenot guaranteedo completely
covertheimagespace Attemptingto orderthe spacingof theparti-
cle placementnay not be usefulsincewe cannotpredictwhattype
of perspectie deformatiorthetrianglewill undego. Thereforethe
screercoloris initially clearedto a at middle gray; featureshen
colorthe screerasanoffsetfrom a strict averageratherthande n-
ing the actualscreencolor themselesasin standardhoise. This
mayoverly weightthescreerto gray, but if ourrandomdistribution
of featurelocationsis good(see[Turk 1990]for adiscussion)then
this problemwill be minimal andin practice this seemso betrue.
Secondwe maycreatehotspotf featureplacementvhenfeatures
overlap. Again, a goodinitial distribution of featureswill mini-
mizethis problem,but in practice the blendingfunctionis smooth
enoughthatthisissueis notapparent.

The amountof screenspaceoccupiedby eachsurfacefacel ;
changeswith cameramotion. Becausethe numberof features
drawn is dependenbn this value,new featuresmay comeinto and
out of existencevery quickly which will causepoppingartifactsif
not handledwith care. We minimize this artifactby taking adwan-
tageof the fact that our turbulencetexture is the sum of a series
of noisetextures. Continuity is maintainedby moving featurese-
tweeneachnoisetexture Nj andtexturesN;j+ 1 andN; 1. When/
grows larger, featuresare moved from N;j 3 to Nj proportionalto
the amountof screenspacegained. Cornversely when/ i shrinks,
featuresaremovedfrom Nj+ 1 to Nj andfrom Nj toN; ;. Because
featuresaretransitionecetweemoisetexturesatdifferentfrequen-
ciesanorderingbetweemoisetexture levelsis created.Therefore,
theturbulenceappearsonsistentt differentresolutionsj.e. if an
objectis zoomedaway from the viewer, the low frequeng noise
is transitionedo high frequeng noisesothevisual characteristics

of the turbulenceappearsonsistent.In orderto maintainthe fre-
queng distribution, onefeatureis moved betweeneachnoisetex-
turelevelsatatime, linearly scalingthewidth betweerlevels. With
this method poppingartifactsoccuronly atthe highestandlowest
frequencies.At high frequenciesthe artifactswerevery tiny and
S0, not very noticeable. Low frequeng errorscanbe avoided by
makingthe lowestfrequeng largerthanthe screen.

As a nal considerationthe surfacemeshesn the scenamaybe
composedf trianglesthat occupy screenspaceof lessthanf f
pixels,in which caseno facewill drav ary featuresof the desired
frequeng! We createa hierarcly of facesgroupingfacesinto su-
perfacesasan octree. We thenanalyzethe screenspaceoccupied
by the superécesin orderto determinethe numberof featuresto
draw atlow frequenciesOnly normalsimilarity is consideredvhen
creatingour hierarchiesandthoughbetterschemesnay exist for
groupingfacesthis methodworkswell in practice.

6 Results and Discussion

We shav some results obtained by our method using
as input either a photograph or a 3d model Figure 12.
More watercolor results and some videos can be found in
artis.imag.fr/Membres/Joelle.Thollot/Watercolor/

As mostof the work is doneby the GPU, the static pipelineruns
at a speedsimilar to a Gouraudshading(between25 framesper
secondfor 25k trianglesdownto 3 framesper secondfor 160k
triangles)for a750 570 viewport on a PentiumlV 3GHzwith a
GeForceFX 6800.

Evaluatingthe visual quality of watercolorrenderingds not an
easytask.Figure13 shavs acomparisorwe have madewith Curtis
original method[Curtis et al. 1997] thatwasa full physical sim-
ulation. Our methodallows usto produceimagesthat stay closer
to the original photowhile allowing the userto vary the obtained
style. Onthe otherhandCurtis' resultbene tsfrom his simulation
by shaving interestingdispersioreffects. However, it is precisely
thesedispersioneffectsthat make that methodunsuitablefor ani-
mation. In light of this, it is unclearwhetherwe lose anything by
notdoingafull uid ow simulationin ananimatedor interactve
ervironment.

Thetemporalkoherenceffectsof ourtwo methodgyield distinct
resultswith severaltradeofs. Thetextureattachmenmethodyields
goodresultsfor a single objectviewed with a static background.



Figure 12: Watercolorlike results. The rst line shaws the original photographandthe resultingwatercoloflike image. The secondine
shaws other Itered photographsThethird line shavs a gouraudshaded sceneandthe resultingwatercolorrenderingwith two versions
of the Venusmodelwithout andwith morphologicakmoothing.Thefourth line shavs morewatercolotlike 3d models.

@) (b) (©) (d)

Figurel13: Comparisorwith Curtisresult: (a) originalimage,(b) Curtiswatercolomesult,(c,d) our results.



The numberof particlesusedto renderthe animationhasto be a
compromisebetweentwo effects: Too mary particleswould tend
to blur the high frequencieddue to texture blendingwhereasnot
enoughparticlescreatescrollingeffectsdueto independentnove-
mentsof eachpatchof texture. Somedistortionoccursat pixelsfar
from attachmenpoints,but in practice usingatleast6 attachment
pointsminimizedthis effect. Ideally the numberof particlesshould
beadaptedo theviewpoint. For exampleafterazoom theparticles
maybecomeoo farfrom eachotherandsomenew particlesshould
beadded.

Calculating o w texturesinteractively matchedhemovementof
theturbulent o w andpigmentdispersionexactly with the motion
of theobjectsin thescenemakingit usefulfor complex animations
in immersve environments. Unfortunately this methodis much
more expensve to computesincebetweenl-10 noisetexturesand
1-2 turbulencetexturesmustbe interactively constructedor every
frame, yielding asfew as 1 framea secondfor 60k triangles. Fi-
nally, smallscalepoppingartifactsmaybevisible yetwe foundthis
was not very noticeablefor comple turbulencetexturespossibly
dueto thelow alphavalueassignedo suchhighfrequengy features.
We allowedtheuserto controlseveralvariablesuchaswhich fre-
guenciedo use)in orderto constructthe pigmentandturbulence
textures.Thisyieldeda wide rangeof visualstylesyet thosestyles
did notalwaysexactly corresponavith thoseproducedy thestatic
method.Reasonablealelity to the staticmethodwasachiezableas
long asthe frequenciesve usedcorrespondedvell with the static
pigmentrepartitiontexture.

7 Conclusions

We have presentedh watercolorrenderingtechniquethat is fully
controllableby theuser allowing the productionof eithercoherent
animationsor imagesstartingfrom a 3d model or a photograph.
Our framawork is interactve andintuitive, recreatingthe abstract
quality andvisualeffectsof realwatercolors.

Eachstepof thepipelinecanstill beimproved,especiallyby of-
feringtheusera choicebetweerslower but bettermethoddor each
effect. Thiscanbesuitablefor producingmovieswhenhigh quality
is mostimportant. Ideally our ideawould be to keepour pipeline
asaWYSIWYG interfacefor preparinganof ine full computation
of morepreciseeffects.

As mentionedn the paper thereareseveralissueshatwe want
to addressn the future. The diffusion effect would be interesting
to recreate.We canthink of usingwork like [Chu and Tai 2005]
to performdiffusion computatiorbut it opensthe questionof how
to controlsuchaneffectwhendealingwith analreadygivenscene.
To stayin our philosoply we have to think of simpleandintuitive
waysof decidingwhich partof theimagemustbe concernedvith
thediffusion.

A lot of questionsremainconcerningthe temporalcoherence.
The methodswe proposedo not targetthe morphologicalsmooth-
ing stepor ary imageprocessing.Taking inspirationfrom "video
tooning” [Wangetal. 2004]we would lik e to addresshis problem
in our pipeline. Anotherpossibility would be to useimage lters
like in [Luft and Deussen2005] to decreasehe popping effects
withoutaddingtoo muchcomputation.
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